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~ how well does it scale compared to micro
discuss some performance data points of a 1024
processor system running Linux and then explain how
Linux is able to scale that well. Most of the methods
presented here are likely to be useful in the future to
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support processors with more and more cores. | can only
talk about micro kernel issues on a theoretical level here
since | have xperience with (nor do L(pQAN«, of)
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' 10: 4p cOnflguratlon is E Linux certif

» Tests shown here are for 1p per node (ltanium Madison
9M). The system has now been upgraded to run with 4p
(Montecito processors) per node and is now a 4096p
system (performance numbers not available yet).

« The following diagrams show the time it takes to allocate
100 megabytes per process using 16k pages (higher
allocation rate vailable when usmg 256M"’|aages3




100 M allocations using
separate processes




100 M allocations using a
shared address space
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'j"when commun_lcatlng between differel |
potential for high overhead and a problem of where to place
memory. IPC optimizations may result in portability issues.

Advantage of failing servers not crashing the system. But the
applications using the failing server likely also have to be taken

down since a loss of state occurs.

Advantage for isolation of device drivers. Ability to recover from
f evice drive estric what deV|ce drlvers can',ée =y 4
gayice drggestict 5 _
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- control could be enhance
~ other pr|V|Iege levels. Then we need 00
overhead for a transition to a different pr|v1Iedge level.

Modularization is not incompatible with the idea of a
monolithic OS.

Complexity: Dealt with by using modularization and

abstractions at various levels that is mdependent from a
processors executlon context.
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Advantages for
Software Development

Potential faster

bootstrap Check point
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Portability. VMM is very
near to the hardware.

Performance problems

OS experiences a loss of
control of hardwarg .2 "k
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Independent structures.
Cache line optimizations.

Memory allocation control for a process or a set of
processes.



IS ance issue
larger the system the
larger the latencies.

| Number of TLB entries for
large memory sets limits
on performance.
« Sparsely populated per
node and per cpu areas.

TLB pressure is avoided

through huge pages. But
huge pages cannot be

fuII _upported_
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_ processes memory to be mlgrated to other nodes.
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Replication of kernel text and data segment to limit
distance to code being executed (About a 40% win for
some applications).

Replication of page cache pages that are frequently
accessed.
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d .l."’;:?“‘-' e is acquired by
'~ then these processes should aII acqm e the lock

their work before we release the cache Ime for use on g
different node.

Locks may need to be migrated to the node closest to
frequent users of a lock.

Hierarchical Backoff locks have been pioneered by Zoran
Radovic for thls_purpose and give a startlng pomt for
igePPaed lack P o
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Mostly read only data needs to have a mechanism
that allows a controlled update of configuration
values.

Difficulties of replicating page cache due to 1-1
assumptlon CQuId be complex to d|rty a rephcated



“:"‘Me'mory takes on NUMA character|st|cs Perfo
varies depending on which path is taken to memory

Challenge of distribution of the processing load over
vVarious processor resources.

The compIeX|ty of the Linux scheduler | Increases.
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~ « Latencies depending on the distance. Need for tighte
packing of processors in a system.

« But larger distances allow larger systems.

« The bigger the system the more distant most of the
memory becomes. ﬂ
.J:.. |
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_T-""Operatlons that were not senaﬁze suddenly |
become serialized (f.e. locking for shadow pages)

VMM frequently must control I/O. Thus it may limit I/O
throughput. Maybe IOMMUs will improve that situation?

Time is not running smoothly anymore. Some VMMs
malntaln multiple timers and attempt to guess What the
roviding t|me - -
= -
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i and have adapted to the growing si
There is no indication of scaling limits.

 Monolithic kernels can support modularization in
various forms.

e The role of VMM is still TBD. Too much hot taIk that
needs to cool down first.



